
References to implicit bias are abundant in 
initiatives to increase diversity, equity, and 
inclusion (DEI). Common claims about 
implicit bias are that it is widespread 
(Greenwald et  al., 2022) and pervasive 
(Nosek et  al., 2007); that everyone has it 
(Staats, 2016); and that it is a major obstacle 
to DEI in virtually all aspects of life, includ-
ing organizations (Jost et  al., 2009; see the 
chapter by Dobbin & Kalev, this volume), the 
legal system (Levinson & Smith, 2012), edu-
cation (Staats, 2016), and medical care (Hall 
et al., 2015; see the chapter by Penner, Bú, & 
Hagiwara, this volume). But what exactly is 
implicit bias, and how does it matter for 
DEI? A closer look at the literature reveals 
that there is no straightforward answer to 
these questions because (a) the term implicit 
bias has been used with different meanings 
and (b) the conclusions suggested by the 
available evidence differ depending on the 
meaning of the term.

To provide a basis for informed discus-
sions about implicit bias and its significance 

for DEI, the current chapter discusses two 
dominant ideas of what constitutes implicit 
bias, relevant empirical evidence, and the 
implications of this evidence for DEI. In the 
first part, I discuss (a) the idea that people 
can behave in a biased manner without being 
aware that their behavior is biased, (b) two 
potential mechanisms that may lead to biased 
behavior without awareness, and (c) the sig-
nificance of these mechanisms for DEI. In the 
second part, I discuss (a) the idea that implicit 
bias is what is being measured by indirect 
measures of bias, (b) why bias on indirect 
measures is different from unconscious bias, 
(c) what is currently known about the rela-
tion between bias on indirect measures and 
discriminatory behavior, (d) recent accounts 
that treat bias on indirect measures as an 
indicator of systemic (rather than individual) 
bias, and (e) the implications of the avail-
able evidence for DEI. In the final section, I 
provide an integrative discussion of (a) what 
we know about implicit bias, (b) important 
questions that still need to be addressed, and 
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(c) implications of the available evidence for 
initiatives to increase DEI. I conclude with 
a list of recommendations for researchers, 
practitioners, and educators.

IMPLICIT BIAS AS UNCONSCIOUS BIAS

A common conception of implicit bias 
involves the idea that people can behave in a 
biased manner without being aware that their 
behavior is biased (Gawronski, Ledgerwood, 
& Eastwick, 2022a). Examples illustrating 
this idea can be found under the hashtag 
#LivingWhileBlack, which includes a long 
list of mundane, noncriminal activities for 
which police had been called on Black 
people (e.g., waiting for a friend at Starbucks, 
shopping for prom clothes; see Griggs, 
2018). The critical assumptions underlying 
descriptions of these incidents as instances of 
implicit race bias are that (a) police would 
not have been called if the same activities 
had been performed by a White person and 
(b) people were unaware that their decision 
to call the police was influenced by race-
related characteristics of the target person 
(e.g., skin color). Similar concerns have been 
raised about implicit gender bias, in that (a) 
people often show different responses to a 
target person depending on the gender of the 
target and (b) people may not be aware that 
their responses are influenced by the target’s 
gender. For the sake of conceptual clarity, I 
will use the term unconscious bias to refer to 
cases where people behave in a biased 
manner without being aware that their behav-
ior is biased.

Underlying Mechanisms

The available evidence suggests two psycho-
logical mechanisms that can lead to uncon-
scious bias: (a) biased interpretation of 
ambiguous information and (b) biased 
weighting of mixed information (see 

Gawronski, Ledgerwood, & Eastwick, 2020; 
Gawronski et al., 2022a). Biased interpreta-
tion occurs when people construe the same 
information about a target differently depend-
ing on the social group membership of 
the target. This idea resonates with the con-
cerns  expressed under the hashtag 
#LivingWhileBlack, in that the individuals 
who called the police construed the mundane 
activities of Black people as suspicious and 
threatening, and that they presumably would 
not have construed these activities in the 
same way if the targets had been White 
people. These concerns are supported by 
evidence of experimental studies showing 
that the same behavior is often interpreted 
differently depending on the social group 
membership of the target (e.g., Darley & 
Gross, 1983; Duncan, 1976; Gawronski, 
Geschke, & Banse, 2003; Kunda & Sherman-
Williams, 1993; Sagar & Schofield, 1980; 
see the chapters by Jetten & Ellemers and by 
Kawakami, Friesen, Meyers, & Phills, this 
volume). For example, in research on face 
perception, White participants have been 
found to perceive the same neutral facial 
expression as friendly when the target was 
White and as unfriendly when the target was 
Black (Bijlstra, Holland, Dotsch, Hugenberg, 
& Wigboldus, 2014; Hugenberg & 
Bodenhausen, 2003; Hutchings & Haddock, 
2008; see also Halberstadt, Castro, Chu, 
Lozada, & Sims, 2018). Moreover, consistent 
with the hypothesis that biased interpreta-
tions can occur outside of awareness (Fazio 
& Olson, 2014; Trope, 1986), the effects of 
social group membership on the interpreta-
tion of ambiguous target information have 
been found even when participants were 
motivated and able to respond in an unbiased 
manner (Gawronski et al., 2003).

Biased weighting occurs when people 
weigh the same information about a target 
differently depending on the social group 
membership of the target. An illustrative 
example is the biased weighting of creden-
tials in hiring decisions. For example, in a 
hiring scenario involving a highly qualified 
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man with superior credentials in terms of 
a Criterion A and highly qualified woman 
with superior credentials in terms of another 
Criterion B, decision-makers may give 
more weight to Criterion A than Criterion 
B, leading them to hire the man and not the 
woman. Yet, in a scenario where the cre-
dentials of the two candidates are reversed, 
the decision-makers may give more weight 
to Criterion B than Criterion A, thus lead-
ing them to hire the man regardless of who 
is superior in terms of the two criteria (e.g., 
Hodson, Dovidio, & Gaertner, 2002; Norton, 
Vandello, & Darley, 2004; Uhlmann & 
Cohen, 2005; see also Régner, Thinus-Blanc, 
Netter, Schmader, & Huguet, 2019). In both 
cases, the decision-makers may justify their 
preference with whatever qualification makes 
the man superior to the woman, suggesting 
that they weighed the candidates’ credentials 
in a manner that merely served to rational-
ize a preexisting preference instead of gen-
erating a preference based on the candidates’ 
credentials. Some studies suggest that self-
perceptions of objectivity in such cases are 
associated with greater (rather than smaller) 
bias (Uhlmann & Cohen, 2005). While this 
finding could be due to self-presentational 
concerns, it is consistent with the idea that 
differential weighting may bias decisions 
outside of awareness.

Significance for DEI

The significance of unconscious bias arising 
from biased interpretation and biased weight-
ing is clear and straightforward. Potential 
examples of their impact are abundant. In 
policing, ambiguous actions may be more 
likely to be interpreted as threatening when 
the target is Black rather than White; in hiring 
and promotion, mixed credentials may be 
weighed in a manner that favors members of 
dominant over members of non-dominant 
groups; in medical decision-making, diagno-
ses based on ambiguous symptoms may con-
tribute to health disparities via different 

treatment recommendations for members of 
different groups; and in legal decision-
making, the same illegal activity may be per-
ceived differently for members of different 
social groups, leading to different sentencing 
decisions by judges and juries. The notion of 
unconscious bias suggests that decisions in 
these cases may be biased without the deci-
sion-makers being aware that their decisions 
are influenced by the social group member-
ship of the target. While decision-makers may 
be convinced that their decisions are based on 
objective facts, they may not realize that their 
subjective perception of these facts is biased 
by the social group membership of the target. 
Needless to say, DEI will be difficult to 
achieve as long as members of historically 
disadvantaged groups remain the target of 
biased decisions, and discrimination is argu-
ably more difficult to combat when people 
are not aware of their biased decisions. If 
ambiguous actions are more likely to be inter-
preted negatively when they are performed by 
members of historically disadvantaged groups 
and if mixed information about members of 
historically disadvantaged groups is more 
likely to be weighed in an unfavorable 
manner, diversity will remain low, inequities 
will remain common, and the members of 
historically disadvantaged groups will con-
tinue to feel excluded.

IMPLICIT BIAS AS BIAS ON INDIRECT 
MEASURES

Another common conception equates implicit 
bias with what is being measured by a par-
ticular type of indirect measures (Greenwald 
& Banaji, 2017), the most prominent exam-
ples being the Implicit Association Test (IAT; 
Greenwald et  al., 2021), the Evaluative 
Priming Task (EPT; Fazio, Jackson, Dunton, 
& Williams, 1995), and the Affect 
Misattribution Procedure (AMP; Payne, 
Cheng, Govorun, & Stewart, 2005). For the 
sake of conceptual clarity, I will use the term 
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bias on indirect measures to refer to bias 
captured by indirect measures such as the 
IAT (for reviews of indirect measures, see 
Gawronski & De Houwer, 2014; Greenwald 
& Lai, 2020).

Unconscious Versus 
Unintentional Bias

There is considerable confusion about 
whether bias on indirect measures is uncon-
scious. This confusion is at least partly due to 
seemingly contradictory statements by the 
inventors of the IAT. While some of their 
publications explicitly state that indirectly 
measured bias is not the same as unconscious 
bias (Greenwald & Banaji, 2017), other pub-
lications include claims that bias on the IAT 
operates outside conscious awareness 
(Greenwald et  al., 2022; Morehouse & 
Banaji, 2024) and that the IAT uncovers 
hidden biases that people do not know they 
have (Banaji & Greenwald, 2016). The latter 
claims echo the authors’ original conceptual-
ization of implicit constructs as “introspec-
tively unidentified (or inaccurately identified) 
trace of past experience that mediates 
[responses]” (Greenwald & Banaji, 1995, 
p.  5). However, equating bias on indirect 
measures with unconscious bias is problem-
atic on conceptual and empirical grounds 
(see Gawronski et al., 2022a).

First, people are typically aware that their 
responses on indirect measures are influ-
enced by the social group membership of 
the target individuals used as stimuli in these 
tasks. For example, when participants com-
plete a race IAT, they are typically aware 
that their responses are slower and that they 
make more errors in the bias-incongruent 
block compared to the bias-congruent block 
(Monteith, Voils, & Ashburn-Nardo, 2001). 
Similar findings have been obtained with 
other indirect measures (Hughes, Cummins, 
& Hussey, 2023; Kurdi et  al., 2024). These 
findings conflict with the notion that people 
behave in a biased manner without being 

aware that their behavior is biased, as dis-
cussed in the first part of this chapter.

Second, counter to the idea that indirect 
measures capture biases that people do not 
know they have (Banaji & Greenwald, 2016), 
people are highly accurate in predicting their 
biases on indirect measures (e.g., Hahn & 
Gawronski, 2019; Hahn, Judd, Hirsh, & 
Blair, 2014; Morris & Kurdi, 2023; Rahmani 
Azad, Goedderz, & Hahn, 2023). For exam-
ple, when participants were asked to predict 
their scores on multiple IATs involving dif-
ferent social groups before completing these 
IATs, participants showed high accuracy in 
predicting their IAT scores regardless of their 
prior experience with the IAT, regardless of 
how much information they received about 
the IAT in the instructions for the prediction 
task, and regardless of whether the IAT was 
introduced as a measure of true beliefs or cul-
tural associations (Hahn et al., 2014). These 
findings conflict with the idea that indirect 
measures capture biases that people do not 
know they have.

Third, counter to the idea that surprise 
reactions in response to feedback about 
one’s biases on indirect measures indicates 
unawareness (Banaji, 2011; Krickel, 2018; 
Ratliff & Smith, 2022), such surprise reac-
tions can be explained as the product of 
statistical distortions in the calculation of 
numeric measurement scores (Wolsiefer, 
Westfall, & Judd, 2017) and arbitrary conven-
tions in the verbal description of these scores 
(Gawronski, Ledgerwood, & Eastwick, 
2022b). These issues undermine interpreta-
tions of surprise reactions to bias feedback 
as evidence for unawareness, reconciling the 
apparent conflict with findings that people 
are highly accurate in predicting their biases 
on indirect measures (e.g., Hahn et al., 2014; 
Hahn & Gawronski, 2019; Morris & Kurdi, 
2023; Rahmani Azad et al., 2023).

Fourth, meta-analytic evidence suggests 
that bias on indirect measures is not uniquely 
related to biased behavior that occurs outside 
of awareness, in that associations between 
bias on indirect measures and discriminatory 
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behavior do not differ depending on whether 
the focal behaviors do or do not involve 
awareness (Kurdi et al., 2019). Hence, there 
is nothing a priori about a person’s bias on 
an indirect measure that would justify claims 
that this person engages in biased behavior 
without being aware that their behavior is 
biased (because the person could be perfectly 
aware of their biased behavior). This conclu-
sion conflicts with the idea that bias on indi-
rect measures could be treated as an indicator 
for the kind of unconscious biases discussed 
in the first part of this chapter.

If indirect measures do not capture uncon-
scious bias, what do they measure? Despite 
disagreements on specific details, there is 
growing consensus that indirect measures 
capture biased behavior that is expressed 
without intention (De Houwer & Boddez, 
2022; Gawronski et al., 2022b; Melnikoff & 
Kurdi, 2022; Ratliff & Smith, 2022; see also 
De Houwer, 2019). Yet, unintentional bias is 
not the same as unconscious bias because peo-
ple may be aware that their behavior toward 
a target is biased by the target’s social group 
membership even when they do not intend to 
behave in a biased manner (Gawronski et al., 
2022b). These considerations raise impor-
tant questions about the significance of unin-
tentional bias on indirect measures for DEI. 
Different from the reviewed instances of 
unconscious bias arising from biased interpre-
tation and biased weighting, there is no real-
world counterpart to unintentional biases in 
the categorization of stimuli on indirect meas-
ures. Hence, the relevance of unintentional 
biases on indirect measures for DEI has to be 
evaluated based on their functional proper-
ties, the most significant being their predic-
tive relation to discriminatory behavior. The 
basic idea is that bias on indirect measures 
and discriminatory behavior are rooted in the 
same underlying mental representations (e.g., 
automatically activated associations) and that 
indirect measures provide a tool to capture 
these representations in a manner that reduces 
intentional influences (Fazio, Granados 
Samayoa, Boggs, & Ladanyi, 2025).

Prediction of Behavior

Several independent meta-analyses suggest 
that predictive relations between bias on 
indirect measures and discriminatory behav-
ior are modest at best, with meta-analytic 
correlations ranging between .14 and .28 
(Cameron, Brown-Iannuzzi, & Payne, 2012; 
Greenwald, Poehlman, Uhlmann, & Banaji, 
2009; Kurdi et  al., 2019; Oswald, Mitchell, 
Blanton, Jaccard, & Tetlock, 2013). Extant 
dual-process theories (e.g., Fazio & Olson, 
2014; Strack & Deutsch, 2004) suggest that 
these average correlations may conceal more 
complex patterns, in that bias on indirect 
measures should be predictive of spontane-
ous (but not deliberate) behavior, behavior 
under suboptimal (but not optimal) process-
ing conditions, and behavior of individuals 
with a disposition to engage in superficial 
(but not elaborate) processing (for a review, 
see Friese, Hofmann, & Schmitt, 2008). 
While the available evidence for these pre-
dictions is mixed (Greenwald et al., 2022; but 
see Gawronski, 2019), two properties of bias 
on indirect measures raise questions about 
the extent to which bias on indirect measures 
may show meaningful predictive relations 
with discriminatory behavior. First, different 
from the high temporal stability of bias on 
traditional self-report measures, bias on indi-
rect measures has been found to be highly 
unstable over time (see Gawronski, Morrison, 
Phills, & Galdi, 2017). Second, bias on indi-
rect measures has been found to be highly 
context-sensitive, in that even minor changes 
in a person’s social context can influence that 
person’s level of bias on an indirect measure 
(see Gawronski & Sritharan, 2010). Together, 
the two aspects suggest that a person’s level 
of bias measured with an indirect measure at 
one time point provides little information 
about that person’s level of bias at a different 
time point, especially when the social con-
texts at the two time points are different (see 
Gschwendner, Hofmann, & Schmitt, 2008).

While these issues undermine predictive 
relations between bias on indirect measures 
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and discriminatory behavior over time and 
across contexts (Gawronski, 2019), they 
do not necessarily question the presumed 
behavioral impact of the mental representa-
tions underlying bias on indirect measures. 
After all, it seems possible that the mental 
representations underlying bias on implicit 
measures influence discriminatory behavior 
in the moment, even when these representa-
tions fluctuate from one moment to the other 
as a result of changes in the context. If that 
were the case, contextually induced changes 
in bias on indirect measures should be asso-
ciated with concurrent changes in discrimi-
natory behavior. However, a meta-analysis 
on this question found no evidence for this 
assumption. There is no evidence for the 
idea that changing bias on indirect measures 
would lead to concurrent changes in dis-
criminator behavior (Forscher et  al., 2019). 
Together, these findings pose a challenge to 
the idea that bias on indirect measures pro-
vides insights into the underpinnings of dis-
criminatory behavior.

Some have argued that the low tempo-
ral stability of bias on indirect measures is 
the product of measurement error, and that 
measurement error could potentially be 
reduced by aggregating data from multiple 
measurements (e.g., by asking participants 
to complete the same IAT multiple times 
and averaging the scores from all measure-
ments; see Greenwald et  al., 2021). While 
the available evidence on the effectiveness of 
this approach is mixed (Carpenter, Goedderz, 
& Lai, 2023; Hannay & Payne, 2022), some 
studies found that aggregating multiple IAT 
scores from the same person can indeed 
improve the identification of temporally sta-
ble biases at the trait level (Carpenter et al., 
2023). However, another notable finding of 
these studies is that aggregating multiple 
IAT scores from the same person substan-
tially increased the overlap between bias on 
the IAT and bias on traditional self-report 
measures. Because a large overlap between 
the outcomes of direct and indirect meas-
ures undermines the basis for the distinction 

between explicit and implicit bias, these find-
ings pose a challenge to the idea that bias on 
indirect measures represents a unique obsta-
cle to DEI that is distinct from bias on direct 
measures.

Individual Versus Systemic Bias

The weak associations between bias on indi-
rect measures and discriminatory behavior at 
the individual level may seem to conflict with 
evidence for rather strong associations 
between bias on indirect measures and social 
disparities at the regional level (for a review, 
see Calanchini et al., 2022). Examples of the 
latter include associations between aggregate 
scores of racial bias on indirect measures at 
the regional level with use of lethal force by 
police officers against African Americans 
(Hehman, Flake, & Calanchini, 2018), racial 
disparities in traffic stops by police (Ekstrom, 
Le Forestier, & Lai, 2022), and mortality rates 
among African Americans (Leitner, Hehman, 
Ayduk, & Mendoza-Denton, 2016) at the 
same regional level. Together with the availa-
ble evidence for low temporal stability and 
high context sensitivity of bias on indirect 
measures, these findings have led some 
researchers to suggest that bias on indirect 
measures reflects bias at the systemic level 
rather than bias at the individual level (Payne 
& Hannay, 2021). The basic idea underlying 
this account is that bias on indirect measures 
may not be a causal force that leads to dis-
criminatory behavior but instead reflects 
momentary thoughts elicited by a person’s 
environment (Payne, Vuletich, & Lundberg, 
2017). Such environmental influences may 
involve proximal factors, such as family mem-
bers (e.g., Castelli, Zogmaister, & Tomelleri, 
2009), one’s community (Vuletich & Payne, 
2019), and media portrayals (Weisbuch, 
Pauker, & Ambady, 2009) but also distal fac-
tors such as historical inequalities (Payne, 
Vuletich, & Brown-Iannuzzi, 2019).

The idea that bias on indirect measures 
reflects systemic biases reconciles three sets 
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of paradoxical findings in the literature on 
indirect measures. First, it explains how bias 
on indirect measures can be widespread and 
robust on average (Nosek et  al., 2007), yet 
highly unstable over time at the individual 
level (Gawronski et  al., 2017). Second, it 
explains how bias on indirect measures can 
be highly stable across age starting from 
early childhood (Dunham, Baron, & Banaji, 
2008) despite being highly unstable over 
just a few weeks (Gawronski et  al., 2017). 
Third, it explains why regional differences in 
bias on indirect measures show strong asso-
ciations with societal disparities (Calanchini 
et al., 2022) although bias on indirect meas-
ures shows rather weak associations with 
discriminatory behavior at the individual 
level (Cameron et  al., 2012; Greenwald 
et al., 2009; Kurdi et al., 2019; Oswald et al., 
2013). Robust average levels of bias over 
time and across age groups are assumed to 
reflect the persistence of societal disparities, 
while short-term fluctuations at the individ-
ual level reflect incidental aspects of a per-
son’s momentary context. Moreover, strong 
associations between societal disparities and 
regional levels of bias on indirect measures 
are assumed to reflect the elicitation of bias-
related thoughts by biased environments, 
while associations between bias on indirect 
measures and discriminatory behavior at the 
individual level are regarded as spurious.

Accounts that treat bias on indirect meas-
ures as indicators of systemic bias are impor-
tant for DEI initiatives because they turn 
the dominant narrative about indirect meas-
ures on its head. A common assumption in 
the literature on indirect measures is that to 
increase DEI, researchers have to develop 
interventions that effectively reduce bias on 
indirect measures at the individual level (e.g., 
Lai et al., 2014, 2016). The idea underlying 
this assumption is that such interventions 
will promote DEI by reducing discrimina-
tory behavior. Systemic accounts suggest 
that such interventions are destined to fail 
because bias on indirect measures is merely 
a reflection of bias at the systemic level, with 

bias on indirect measures not being caus-
ally involved in producing discriminatory 
behavior (Payne, Niemi, & Doris, 2018). 
According to this view, DEI initiatives 
require interventions that effectively reduce 
bias at the systemic level. To the extent that 
these interventions are effective, bias on 
indirect measures will show parallel effects 
(Sawyer & Gampa, 2023). However, these 
effects are mere reflections of the reduced 
levels of bias at the systemic level; they are 
not causally involved in bringing about the 
observed changes at the societal level. These 
assumptions have important implications for 
the presumed significance of bias on indirect 
measures for initiatives to promote DEI.

Significance for DEI

Different from the rather obvious signifi-
cance of unconscious bias, the available evi-
dence poses a challenge to the dominant 
narrative about the significance of uninten-
tional bias on indirect measures. After more 
than a quarter century of research using indi-
rect measures (Gawronski, De Houwer, & 
Sherman, 2020), there is no solid evidence 
for the idea that bias on indirect measures 
poses a meaningful obstacle to DEI. 
Associations with discriminatory behavior 
are modest at best; a person’s bias on an indi-
rect measure at one time point provides little 
information about that person’s bias at later 
time points and in other contexts; and there is 
no evidence that changes in bias on indirect 
measures lead to corresponding changes in 
discriminatory behavior. Systemic accounts 
explain these findings by assuming that bias 
on indirect measures reflects momentary 
thoughts elicited by a person’s environment. 
However, according to these accounts, bias 
on indirect measures is a mere reflection of 
bias at the systemic level that does not itself 
contribute to societal disparities via discrimi-
natory behavior.

While systemic accounts suggest that 
indirect measures could still be valuable as 
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indicators of biases at the regional level, an 
important caveat is that virtually all findings 
involving bias at regional levels replicate 
on both indirect and direct measures of bias 
(Calanchini et  al., 2022), with correlations 
between the two measures reaching levels as 
high as r = .85 (Hehman, Calanchini, Flake, & 
Leitner, 2019). There is virtually no evidence 
for dissociations between indirect and direct 
measures at the regional level, rendering the 
significance of the distinction obsolete. These 
findings cast further doubts about the unique 
significance of research with the IAT and 
other indirect measures for DEI initiatives.

OPEN QUESTIONS

The available evidence suggests that, while 
unconscious bias likely has important impli-
cations for DEI, the widely proclaimed sig-
nificance of bias on indirect measures seems 
questionable. Although the discussion in the 
first part of this chapter included various 
examples of how people may behave in a 
biased manner without being aware that their 
behavior is biased, I deliberately used the 
qualifier “likely” with reference to the pre-
sumed significance of unconscious bias 
because we still know very little about this 
important phenomenon. Somewhat ironi-
cally, this lack of knowledge is primarily due 
to the rise of indirect measures, such as 
the  IAT, and the mistaken assumption that 
these measures capture unconscious bias 
(Gawronski et  al., 2022a). Although this 
assumption has been disputed since the early 
days of indirect measures (Fazio & Olson, 
2003; Gawronski, LeBel, & Peters, 2007), it 
gave rise to the mistaken idea that uncon-
scious bias could be studied by having par-
ticipants complete an IAT or other indirect 
measures of bias. Because administering an 
indirect measure is much easier than study-
ing unconscious effects of a target’s social 
group membership, researchers interested in 
unconscious bias have devoted most of their 

resources to studies with indirect measures, 
thereby ignoring the actual phenomenon of 
unconscious bias. Thus, as a first step to 
gaining a better understanding of uncon-
scious bias, it seems prudent to reallocate 
resources from studies on bias on indirect 
measures to studies that investigate actual 
instances of unconscious bias, which can be 
formally defined as unconscious effects of 
social category cues on behavioral responses 
(Gawronski et al., 2022a, 2022b).

An important aspect in this research will 
arguably be the mechanisms underlying 
unconscious bias. While there is considerable 
evidence for biased interpretation (e.g., Darley 
& Gross, 1983; Duncan, 1976; Gawronski 
et  al., 2003; Hugenberg & Bodenhausen, 
2003; Kunda & Sherman-Williams, 1993; 
Sagar & Schofield, 1980) and biased weight-
ing (e.g., Hodson et al., 2002; Norton et al., 
2004; Uhlmann & Cohen, 2005), the major-
ity of these studies were conducted decades 
ago, and there is barely any research on the 
question of whether the two mechanisms 
influence behavior outside of awareness (for 
a review, see Gawronski & Corneille, 2025). 
Although establishing unawareness can be a 
methodologically difficult endeavor, evidence 
for unawareness seems critical if one wants 
to corroborate the presumed significance of 
unconscious (as opposed to conscious) bias 
for DEI. Thus, an important task for future 
research is to gain a better understanding of 
unconscious bias by investigating the pre-
sumed unawareness of the effects of biased 
interpretation and biased weighting.

Expanding on this work, three important 
questions are as follows:

1.	 How prevalent is unconscious bias?
2.	 What are the boundary conditions of uncon-

scious bias?
3.	 What can be done to reduce unconscious bias?

Although implicit bias has been claimed to be 
widespread (e.g., Greenwald et al., 2022) and 
pervasive (e.g., Nosek et  al., 2007), such 
claims are based on research with indirect 
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measures, which provides no information 
regarding the prevalence of unconscious bias. 
Future research on this question would also 
benefit from distinguishing between dis-
persed and concentrated discrimination 
(Campbell & Brauer, 2021). According to the 
notion of dispersed discrimination, experi-
ences of social discrimination come from 
interactions with a large number of individu-
als who behave in slightly biased ways. In 
contrast, according to the notion of concen-
trated discrimination, experiences of social 
discrimination come from interactions with a 
small number of individuals who behave in 
strongly biased ways. While claims such as 
“everyone has implicit biases” are common 
among practitioners (e.g., Staats, 2016, p. 30), 
there is no evidence to date on the presumed 
pervasiveness of unconscious bias and 
whether unconscious bias involves dispersed 
or concentrated patterns of discrimination.

Regarding the boundary conditions of 
unconscious bias, there is evidence that biased 
interpretation is more common for ambiguous 
information (e.g., ambiguous facial expres-
sions shown by a Black vs. White person) and 
that biased weighting is more common for 
mixed information (e.g., mixed credentials of 
male vs. female job applicants). Otherwise, 
extant knowledge about their boundary condi-
tions is very limited. At this point, there is also 
very little evidence on what could be done to 
reduce unconscious bias arising from biased 
interpretation and biased weighting. Evidence 
on the effectiveness of interventions in reduc-
ing bias on indirect measures (e.g., Lai et al., 
2014, 2016) provides no information on this 
question, because unconscious bias is different 
from unintentional bias on indirect measures 
(Gawronski et  al., 2022b). This conclusion 
echoes broader concerns about the ineffec-
tiveness of implicit-bias trainings to increase 
DEI (e.g., Carter, Onyeador, & Lewis, 2020; 
Greenwald et  al., 2022; Kim & Roberson, 
2022; Onyeador, Hudson, & Lewis, 2021). 
Although the demand for diversity trainings 
in public and private organizations gave rise 
to a multibillion-dollar industry, the available 

evidence suggests that these investments had 
little to no impact (Dobbin & Kalev, 2016). 
Applied to the current question, these findings 
raise the question of what can be done to com-
bat effects of biased interpretation and biased 
weighting.

One potential strategy to eliminate effects 
of biased interpretation and biased weight-
ing is to make decision-makers “blind” about 
the social group membership of the target(s) 
of their decisions (Gawronski et al., 2020b). 
While this approach may work well for some 
decision contexts (e.g., blind peer review of 
scientific manuscripts), it is not applicable to 
the majority of contexts where the two mech-
anisms may bias decisions. Another obvious 
strategy would be to change the mental rep-
resentations that give rise to biased interpre-
tations and biased weighting. However, the 
literature on attitude change suggests that 
this may be easier said than done, in that the 
effectiveness of interventions to change atti-
tudes depends on numerous contextual fac-
tors (Albarracín & Shavitt, 2018). Based on 
these considerations, some scholars in this 
area suggested that it may be more effective 
to focus on interventions that aim to change 
discriminatory behavior via structural aspects 
of decision contexts rather than underly-
ing mental representations (Brauer, 2024; 
Onyeador et al., 2021).

Regarding effects of biased weighting in 
hiring decisions, one example is to identify 
unambiguous selection criteria prior to the 
review of application materials. Although 
there is evidence supporting the effective-
ness of this approach (Uhlmann & Cohen, 
2005), it might be less effective when the 
criteria-relevant credentials are interpreted 
in a biased manner. Another limitation is 
that the applicability of this approach seems 
limited to contexts that involve evaluations 
of credentials. An alternative approach with 
broader applicability would be to educate 
people about the effects of biased interpreta-
tion and biased weighting and about how the 
two mechanisms can lead to biased decisions 
(Gawronski et al., 2020a, 2020b). While such 
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educational interventions would only con-
vey knowledge about the two mechanisms 
without granting conscious access to their 
operation in the moment (Wilson & Brekke, 
1994), the relevant knowledge would provide 
a basis for counterfactual reasoning about 
whether the same information might be inter-
preted or weighted differently if the target(s) 
belonged to a different social group (see Hirt 
& Markman, 1995; Lord, Lepper, & Preston, 
1984). Although the broader literature on 
bias correction suggests that such educa-
tional interventions could be quite effective 
(Strack & Hannover, 1996; Wegener & Petty, 
1997), there is no research to date that has 
tested their effectiveness in reducing effects 
of biased interpretation and biased weighting 
in DEI-related contexts. Past research on bias 
correction also suggests that knowledge of the 
two mechanisms may be insufficient without 
a corresponding motivation to make unbiased 
decisions (Wegener & Petty, 1997). Yet, rel-
evant evidence for these ideas is still lacking. 
Thus, future research tackling these important 
questions will be critical for the development 
of effective interventions to reduce uncon-
scious bias and, by extension, increase DEI.

CONCLUSIONS

The current chapter started with the question 
of how implicit bias matters for DEI. The 
answer to this question depends on what is 
meant by implicit bias. On the one hand, it is 
conceivable that people can behave in a 
biased manner without being aware that their 
behavior is biased. Such instances of uncon-
scious bias may arise from biased interpreta-
tions of ambiguous information and biased 
weighting of mixed information, which can 
contribute to discrimination in policing, 
hiring and promotion, medical decision-mak-
ing, and legal sentencing. However, evidence 
for unawareness in the relevant studies is 
scarce, and the boundary conditions and 
properties of unconscious bias are largely 

unknown—primarily due to a lack of research 
on these questions. On the other hand, the 
enormous body of research with indirect 
measures raises doubts about whether unin-
tentional bias on indirect measures has any 
unique significance for understanding dis-
criminatory behavior. Thus, while uncon-
scious bias is an understudied but potentially 
significant obstacle to DEI, the widely pre-
sumed relevance of bias on indirect measures 
seems questionable, if there is any at all.

In moving forward, researchers, practition-
ers, and educators might consider the follow-
ing list of five recommendations based on the 
current analysis:

1.	 Unconscious bias should not be equated with 
bias on indirect measures and vice versa.

2.	 Unconscious bias should be illustrated with the 
known mechanisms of biased interpretation and 
bias weighting as well as the significance of the 
two mechanisms for discrimination in real-world 
contexts.

3.	 To avoid confusion about the difference between 
unconscious bias and bias on indirect measures, 
references to the IAT and other indirect measures 
should be avoided when explaining unconscious 
bias.

4.	 Interventions that aim to increase DEI by tackling 
unconscious bias should be based on scientific 
evidence that directly speaks to unconscious bias.

5.	 To obtain a solid empirical basis for the develop-
ment of such interventions, researchers should 
reallocate resources from studying bias on indi-
rect measures to studying actual instances of 
unconscious bias.

I hope that this list of recommendations (and 
the analysis it is based on) provides a basis to 
effectively tackle implicit bias as an obstacle 
to DEI.
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