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Social-Cognitive Theories

Bertram Gawronski 
Galen V. Bodenhausen

In naming our species in his biological taxonomy, Linnaeus (1758)
chose Homo sapiens, designating us as “the wise/knowing man.” Explicit in 
this choice is the belief that the construction of meaningful knowledge is the 
preeminent characteristic separating our species from its biological cousins. 
In Descent of Man, Darwin (1871) further underscored the unique role of sub-
jective meaning in shaping human emotion and behavior. He described, for 
example, the profound feelings of revulsion and palpable physical symp-
toms that a devout Hindu man might instantaneously feel upon discover-
ing that he has inadvertently eaten food that is considered “unclean” for 
religious reasons; however, a person with a different religious belief system 
might eat the very same food with great relish. Examples of this sort make it 
clear that human behavior is profoundly influenced by our subjective under-
standings of the world. The notion that social reality is mentally construed 
and humans act and react to it on the basis of this constructed understanding 
forms the core of social cognition research. In general terms, social cogni-
tion research seeks to understand the mental processes through which social 
meaning arises and exerts its influence on behavior.

The scientific challenges inherent in studying these processes are for-
midable. While it may seem trivially obvious that religious beliefs, to use 
Darwin’s example, can indeed exert a powerful effect on behavior, carefully 
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unpacking the mental underpinnings of such effects is far from trivial. To 
study such matters, psychological measures must be devised. Psychome-
tricians have studiously devoted themselves to the creation of such tools, 
but psychological scientists still lack universally shared, core metrics of the 
sort available in the physical sciences. Perhaps the closest psychologists 
have come to developing a universal currency for the study of meaning is 
Osgood, Suci, and Tannenbaum’s (1957) semantic differential approach, 
which empirically identified three core dimensions underlying the meaning 
of all concepts (i.e., evaluation, potency, and activity) and provided a stan-
dard method for measuring these dimensions. However, despite Osgood 
and colleagues’ ambition to provide a common conceptual and operational 
foundation for the psychological study of meaning, psychological research-
ers have made relatively little use of it (for a noteworthy exception, see the 
work on affect control theory; e.g., Heise, 2007).

One likely reason for this neglect is the tendency for social cognition 
researchers to prefer to theorize in terms of general mechanistic processes 
through which knowledge representations influence behavior, rather than 
focusing on the semantic content of the representations per se (see Kashima, 
Chapter 3, this volume). Using Darwin’s example, social cognition research-
ers tend to be less interested in the specifics of what the Hindu man believes, 
compared to how his religious beliefs influence his actions and reactions. To 
understand such phenomena, social psychologists have proposed a general, 
yet functionally distinct, class of representations (i.e., sacred values) that 
exert systematic effects on information processing in a manner that general-
izes across a variety of different specific beliefs (e.g., Tetlock, 2003). Typically, 
social-cognitive theories can be said to aim for content-independence in that 
they try to identify general principles that apply to all sorts of belief systems. 
For example, although attitude research can be described as being concerned 
with the psychological role of one of Osgood et al.’s (1957) core dimensions 
of meaning, evaluation, social-cognitive research on attitudes focuses pri-
marily on questions that are content-independent, such as: (1) How are atti-
tudes formed? (2) How are attitudes activated? (3) How do attitudes guide 
behavior? (4) How are attitudes represented? (De Houwer, Gawronski, & 
Barnes-Holmes, 2013).1

Yet, as we will see, there are many challenges in constructing scientifi-
cally useful theories of this kind. Fundamentally, psychological measures 
cannot directly assess mental processes and representations. At best, psy-
chometrics can only tap the overt behavioral correlates of such inner mental 
states (De Houwer, 2011). The thorniness of this problem led the behaviorists 
to reject the scientific value of mental explanations in toto, but few social 
psychologists are similarly inclined to exclude mental explanations. In this 
chapter, we endeavor to spell out some of the biggest theoretical challenges 
facing researchers who propose mental accounts for observed patterns of 
behavior, and we offer some potential strategies for successfully tackling 
them.
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social cognition as a Level of analysis

Since its inception in the 1970s, there have been recurring debates about 
the most appropriate way to conceptualize social cognition. Whereas some 
conceive of social cognition as a methodological approach to understanding 
social phenomena (e.g., Hamilton & Carlston, 2013), others argue that social 
cognition should be understood as a particular content area (e.g., Macrae & 
Miles, 2012). Adopting a metatheoretical view, we think that social cogni-
tion may be best characterized as a level of analysis in the study of social 
phenomena in that social cognition research aims at understanding social 
phenomena on the basis of their underlying mental processes.

The metatheoretical implications of this conceptualization can be illus-
trated by means of Marr’s (1982) distinction of three levels of analysis: (1) the 
computational level, (2) the algorithmic level, and (3) the implementational 
level (see De Houwer & Moors, Chapter 2, this volume). According to Marr, 
the main goal of research at the computational level is to identify which types 
of inputs produce which kinds of outputs. In functional terms, the relevant 
inputs may include any type of environmental stimulus and the contextual 
conditions under which it is encountered, whereas outputs refer to overt 
behavioral responses that are elicited by a given stimulus. For example, a 
large body of research on behavioral priming can be described as computa-
tional in that it focuses on the particular behaviors that are elicited by expo-
sure to various kinds of prime stimuli (for a review, see Bargh, 2006). Research 
of this kind differs from research at the algorithmic level, which is concerned 
with the mental mechanisms that translate inputs into outputs. This level of 
analysis resonates with the agenda of social-cognitive research, which aims 
at identifying the mental processes and representations underlying social 
phenomena. For example, expanding on the identification of input–output 
relations in studies on behavioral priming, a considerable body of research 
aimed at identifying the mental processes and representations that medi-
ate the effects of prime exposure on overt behavior (e.g., Cesario, Plaks, & 
Higgins, 2006; Loersch & Payne, 2011; Wheeler, DeMarree, & Petty, 2007). 
Finally, research at the implementational level is concerned with the physical 
systems that implement the mechanisms identified at the algorithmic level. 
In social psychology, this approach is prominently reflected in the emerging 
field of social neuroscience, which aims at identifying the neural underpin-
nings of social phenomena (see Beer, Chapter 9, this volume). For example, 
expanding on mental process theories of prime-to-behavior effects (e.g., 
Cesario et al., 2006; Loersch & Payne, 2011; Wheeler et al., 2007), research 
at the implementational level may investigate the neural underpinnings of 
the mechanisms that mediate observed relations between prime stimuli and 
overt behavior.

In terms of Marr’s (1982) framework, social-cognitive theories are 
located at the algorithmic level in that they are concerned with the mental 
processes and representations that mediate relations between socially rel-
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evant inputs and outputs. Although this conceptualization may seem rather 
trivial, it helps to clarify the empirical phenomena social-cognitive theories 
aim to explain (explanandum) and the theoretical assumptions they propose 
to explain these phenomena (explanans). From an epistemological point of 
view, research at the computational level aims at explaining observed out-
puts by relating them to inputs that cause these outputs. Using the above 
example of behavioral priming, exposure to a particular stimulus may serve 
as an explanation for an observed behavioral response to the extent that the 
stimulus can be said to cause the behavioral response. In other words, the 
observed behavior represents the phenomenon that needs to be explained, 
and exposure to the prime stimulus serves as the event that is supposed to 
explain the behavior (causal explanation). However, stating that exposure to 
the prime explains the behavioral response does not say anything about how 
the prime caused the observed behavior. This question is central in research 
at the algorithmic level, in which the causal relation between prime exposure 
and behavior represents a phenomenon that is in need of further explanation 
(De Houwer, 2011). Research at the algorithmic level provides an answer to 
this question by identifying the mental mechanisms that mediate the link 
between prime exposure and overt behavior (mechanistic explanation). In this 
sense, social-cognitive theories offer explanations of identified input-output 
relations by specifying the mental mechanisms that translate inputs into out-
puts.2

some Principles of social-cognitive Explanation

A central requirement for any scientific explanation is that the explanans 
should be conceptually independent of the explanandum (Hempel, 1970). To 
illustrate this requirement, imagine that Sally is wondering why Bob is not 
married. Telling Sally that Bob is a bachelor does not provide a useful answer 
to her question, because the proposed explanans (i.e., Bob is a bachelor) has 
conceptual overlap with the explanandum (i.e., Bob being unmarried). To 
qualify as a useful explanation, any answer to Sally’s question should refer 
to something that is conceptually independent of the fact that Bob is not mar-
ried (e.g., Bob’s personality).

At the computational level, there is little confusion about this require-
ment because the concepts that are used to categorize inputs (i.e., stimuli) 
are rarely conflated with the concepts that are used to describe outputs (i.e., 
behavior). At the algorithmic level, however, the independence require-
ment is often violated when input–output relations are equated with the 
mental constructs that are proposed explain them. Using mental constructs 
to describe behavioral effects is problematic because it can lead to circular 
explanations and conceptual contradictions (De Houwer et al., 2013).

As an example, consider research showing that a short period of distrac-
tion can lead to better decisions compared to an equally long period of delib-
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eration (for a meta-analysis, see Strick et al., 2011). Drawing on Dijksterhuis’s 
(2004) original explanation, this phenomenon is often referred as the uncon-
scious thought effect. From a meta-theoretical perspective, such descriptions 
are problematic because they equate the observed effect with the mental 
process that is supposed to explain the effect. That is, unconscious thought 
(the explanans) is empirically defined as the beneficial effect of distraction 
on decision quality (the explanandum). Such equations make explanations 
in terms of unconscious thought circular because the explanans involves 
the same concepts as the explanandum, thereby violating the requirement 
of conceptual independence. Descriptions of observed effects in terms of 
mental mechanisms can also lead to conceptual contradictions, for example, 
when differences between distraction and deliberation conditions are found 
to be driven by conscious overthinking in the deliberation condition (e.g., 
Payne, Samper, Bettman, & Luce, 2008). In this case, one would have to draw 
the paradoxical conclusion that the effects of unconscious thought are the 
product of conscious thought. Such theoretical pitfalls can be avoided by 
clearly distinguishing between the causal relations between inputs and out-
puts that need to be explained (e.g., effects of distraction on decision quality) 
and the mental constructs that are proposed to explain the identified input–
output relations (e.g., unconscious thinking).

Although a clear conceptual distinction between mental constructs 
and behavioral effects is a necessary precondition for scientifically sound 
explanations, it is not sufficient to prevent explanatory circularity. Another 
potential pitfall is the lack of a clear specification of the mental mecha-
nisms that translate inputs into outputs. This limitation can lead to circu-
lar explanations even when there is a clear conceptual distinction between 
the behavioral effects that need to be explained and the mental constructs 
that are proposed to explain them. As an example, consider the distinction 
between System 1 processing and System 2 processing in prominent dual-
systems theories of judgment and decision making (see Deutsch, Chapter 7, 
this volume). Although the distinction between the two kinds of processing 
subsumes several conceptually distinct dualities (e.g., Kahneman, 2003), it is 
sometimes boiled down to the distinction between resource-dependence and 
resource-independence. If a given effect is attenuated by time pressure or 
distracter tasks, it is explained in terms of System 2 processing. Conversely, 
if a given effect is unaffected (or enhanced) by time pressure or distracter 
tasks, it is explained in terms of System 1 processing (e.g., Dhar & Gorlin, 
2013). Such explanations meet the above criterion of conceptual indepen-
dence between explanans and explanandum to the extent that the to-be-
explained behavioral effect is described without reference to the distinction 
between System 1 and System 2 processing. However, they may still be cir-
cular if there is no specification of System 1 and System 2 processing over 
and above the assumption about their differential resource-dependence. In 
the absence of such specifications, claims that a given effect is due to System 
1 or System 2 processing do not provide anything beyond simple classifica-
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tions of observed effects (Gawronski, Sherman, & Trope, 2014). To the extent 
that a given effect is resource-independent it will be categorized as being 
due to System 1 processing, but it will be attributed to System 2 processing 
if it is resource-dependent. Moreover, if an effect that was initially attrib-
uted to System 1 processing turns out to depend on cognitive resources, this 
effect would be recategorized as the product of System 2 processing, and 
vice versa. Without a clear specification of the mental operations that charac-
terize System 1 and System 2 processing, explaining resource-independent 
effects in terms of System 1 processing and resource-dependent effects in 
terms of System 2 processing involves a circular explanatory structure. Such 
explanations may also be criticized as irrefutable because they do not imply 
any prediction that could be inconsistent with a given result (see Gawronski 
& Bodenhausen, Chapter 1, this volume). Thus, over and above the require-
ment that behavioral effects should not be described in terms of the mental 
constructs that are proposed to explain them (i.e., conceptual independence 
of explanans and explanandum), social-cognitive theories should provide clear 
specifications of the mental mechanisms that translate inputs into outputs to 
avoid the criticism that they provide circular and irrefutable explanations.

How can we Test social-cognitive Theories?

From a naïve point of view, one could argue that social-cognitive theories can 
be tested by measuring the hypothesized mental constructs and then testing 
whether these constructs account for the relations between inputs and out-
puts they are supposed to mediate. For example, drawing on the available 
statistical tools for testing mediation (e.g., Baron & Kenny, 1986; Preacher 
& Hayes, 2004), researchers may experimentally manipulate certain factors 
at the input level and then test whether their influence on a given output 
variable is statistically mediated by the measure of the hypothesized mental 
construct. Although this approach is rather common, it involves a number of 
metatheoretical problems, the most important being the fact that, as we have 
already noted, it is not possible to directly measure mental constructs. In a 
strict sense, psychological measures capture the behavioral outputs of men-
tal processes and representations, but these outputs are conceptually distinct 
from their mental antecedents (De Houwer, 2011).

We already discussed the difference between mental constructs and 
behavioral effects when we explained the requirement that explanans and 
explanandum have to be conceptually independent. Yet, the impossibility of 
measuring mental constructs goes beyond the problem of explanatory cir-
cularity in that it also involves the measurement of mental constructs that 
are independent of the input–output relations they are supposed to explain. 
The only requirement of the independence criterion is that the input–output 
relations that need to be explained are conceptually distinct from the mental 
constructs that are proposed to explain them. To the extent that the hypoth-
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esized mental construct is measured independently of the relevant input–
output relations, there would be no problem with the required indepen-
dence of explanans and explanandum. Yet, the possibility of measuring mental 
constructs is undermined by a more fundamental problem: the absence of a 
bi-conditional relation between mental constructs and behavioral responses 
(De Houwer et al., 2013). In a strict sense, direct measurement of a mental 
construct by means of behavioral outputs presupposes that there is a one-to-
one relation between the mental construct and a particular behavior, such 
that variations in one unambiguously reflect variations in the other (i.e., if p, 
then q and, at the same time, if q, then p).

Claims of such bi-conditional relations seem untenable because (1) 
there can always be conditions under which the mental construct does not 
produce the relevant behavior and (2) the same behavior may be produced 
by another mental construct. For example, self-reported evaluations do not 
unambiguously reflect mental attitudes because the impact of mental atti-
tudes on evaluative judgments can sometimes be disrupted (e.g., when peo-
ple are motivated to conceal their attitudes; see Fazio, 2007) and evaluative 
judgments can be influenced by various factors other than mental attitudes 
(e.g., incidental mood states; see Schwarz, 1990). Similar concerns apply to 
the use of less reactive measures. For example, evaluative priming tasks will 
provide unambiguous indices of mental attitudes only if variations in mental 
attitudes are both necessary and sufficient to produce variations in priming 
effects. Yet, evaluative priming effects are influenced by various factors other 
than mental attitudes (e.g., processes involved in response interference; see 
Gawronski, Deutsch, LeBel, & Peters, 2008) and the impact of mental atti-
tudes on evaluative priming can be reduced under certain conditions (e.g., 
through strategic counteraction; see Teige-Mocigemba & Klauer, 2013). To be 
sure, both measures can be interpreted as capturing evaluative responses in 
the sense of behavioral outputs. However, in the absence of a bi-conditional 
relation between behavioral responses and a particular mental construct, it 
is not possible to treat these responses as a measure of this construct. More-
over, even if there were a uni-conditional relation such that variations in a 
mental construct always produce variations in a given behavior, inferring 
the mental construct on the basis of the behavior would involve the fallacy of 
affirming the consequent in that the conditional “if p, then q” is used to draw 
the logically invalid inference “if q, then p.” Such inferences are problematic, 
because they presuppose that the relevant behavior can never be produced 
by an alternative mechanism (see Gawronski & Bodenhausen, Chapter 1, 
this volume).

If we can measure only the outcome of mental constructs, but not men-
tal constructs per se, how is it possible to test social-cognitive theories? Does 
this mean that social-cognitive theories are unfalsifiable? To answer this 
question, it is useful to consider our earlier discussion of Marr’s (1982) lev-
els of analysis and the mutual relations between the computational and the 
algorithmic levels. Specifically, we argued that social-cognitive theories at 

Gawronski_Book.indb   71 8/20/2014   12:07:36 PM



72 MENTAL STATE THEORIES 

the algorithmic level provide mechanistic explanations of causal relations 
between inputs and output at the computational level. From this perspec-
tive, social-cognitive theories can be tested by deriving predictions about 
input–output relations from their assumptions about mental processes and 
representations. To the extent that these predictions are empirically con-
firmed, researchers can treat this evidence as (preliminary) support for their 
theories. In this case, it makes sense to believe that the processing and rep-
resentation of social information are characterized by the principles stated 
by the theory. However, if the predictions about input–output relations are 
disconfirmed, the conflict between prediction and data suggests that at least 
one of the assumptions that has been used to derive the prediction must be 
false (see Gawronski & Bodenhausen, Chapter 1, this volume). In this case, 
researchers are faced with the challenging task of identifying which compo-
nent of this broader set of assumptions led to the conflict between prediction 
and data.

Although regression-based approaches to testing mediation have been 
criticized for a variety of reasons (e.g., Jacoby & Sassenberg, 2011; Spen-
cer, Zanna, & Fong, 2005), the current conceptualization also clarifies why 
experimental approaches are better suited to test hypotheses about mental 
processes and representations. Because psychological measures capture only 
the behavioral output of mental constructs, it is not feasible to measure men-
tal mediators for regression-based mediation analyses (e.g., Baron & Kenny, 
1986; Preacher & Hayes, 2004). Instead, theoretical assumptions about men-
tal processes and representations have to be tested by deriving predictions 
about causal relations between inputs and outputs. In many cases, these pre-
dictions also include hypotheses about the boundary conditions of a given 
behavioral effect.3 Thus, theoretical hypotheses about mental mediation at 
the algorithmic level can be tested by deriving predictions about contextual 
moderation at the computational level (Jacoby & Sassenberg, 2011). Although 
this conceptualization may seem to blur the distinction between mediation 
and moderation, the two concepts retain their original meaning in that they 
refer to different levels of analysis. Whereas the term mediation refers to the 
mental mechanisms that mediate input–output relations (algorithmic level), 
the term moderation refers to contextual factors that moderate input–output 
relations (computational level).

Another valuable insight that can be gained from this conceptualiza-
tion is the mutually supportive relation between the computational and the 
algorithmic level of analysis (see De Houwer, 2011). On the one hand, com-
putational research supports algorithmic research in that causal relations 
between inputs and outputs at the computational level provide the empiri-
cal phenomena that algorithmic research aims to explain. On the other hand, 
algorithmic research supports computational research to the extent that 
algorithmic theorizing about mental processes and representations can lead 
to new discoveries of previously undetected input–output relations and 
their boundary conditions at the computational level. Thus, although the 
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two levels of analysis are distinct in the sense that they differ in terms of 
their explanandum (i.e., behavioral outputs vs. input-output relations) and 
in terms of their explanans (i.e., environmental inputs that cause outputs vs. 
mental processes and representations that mediate input–output relations), 
their relation is mutually supportive in that progress at one level advances 
research at the other level (and vice versa).

Explanans and Explanandum 
of social-cognitive Theories

In our discussion of Marr’s (1982) levels of analysis, we argued that social-
cognitive theories are located at the algorithmic level in that they aim to 
identify the mental mechanisms underlying social phenomena. From this 
perspective, the explanada of social-cognitive theories are input–output rela-
tions that can be described as “social” in some sense. For example, input–
output relations may be described as socially relevant if they involve either 
social stimuli as inputs (e.g., effects of target characteristics on judgments 
in research on person perception) or social behavior as outputs (e.g., effects 
of nonsocial stimuli on social behavior in research on behavioral priming). 
Although both lines of research have made valuable contributions to our 
understanding of social phenomena, some critics have raised concerns that 
social cognition researchers tend to focus primarily on the social nature of 
inputs, while ignoring the relevance of their nonsocial outputs (e.g., ratings, 
response times) for understanding social behavior in real-world settings 
(e.g., Baumeister, Vohs, & Funder, 2007; Macrae & Miles, 2012). Whether or 
not this criticism is justified is a matter of debate. Nevertheless, it is worth 
noting that research on the effects of social inputs on nonsocial outputs typi-
cally has a stronger impact on other fields when corresponding effects are 
demonstrated for social outputs.

Although social-cognitive theories differ in terms of whether they focus 
on social inputs, social outputs, or both, a shared characteristic is their con-
cern with the mental processes and representations underlying the phenom-
ena of interest. In general, social-cognitive theories aim to provide answers 
to at least one of four questions: (1) How are mental representations formed? 
(2) How are mental representations activated? (3) How do activated mental 
representations guide behavior? (4) How is social information represented? 
Whereas the first three questions are concerned with the characteristics of 
mental processes, the fourth question is concerned with the nature of mental 
structures.

Unfortunately, testing competing explanations in terms of process ver-
sus structure can be extremely difficult (Wyer, 2007). In many cases, a finding 
predicted by a process account may be reinterpreted in terms of compet-
ing representational accounts, and vice versa. An illustrative example is the 
debate about whether dissociations between implicit and explicit measures 
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reflect the operation of distinct mental processes (e.g., Fazio, 2007; Gawron-
ski & Bodenhausen, 2006) or distinct mental representations (e.g., Rydell & 
McConell, 2006; Wilson, Lindsey, & Schooler, 2000). Because it is not pos-
sible to directly measure either of the two, the informational value of social-
cognitive theories depends on precise assumptions about how the proposed 
mental constructs are related to environmental inputs and behavioral out-
puts. For example, to provide a valuable account of social phenomena, theo-
ries focusing on the nature of mental structures should also specify how the 
proposed representations are activated and how activated representations 
guide behavior. In the absence of such assumptions, representation theories 
become susceptible to criticism of irrefutability because they may be able 
to explain any possible finding in a post-hoc fashion. Although such theo-
ries are characterized by a high level of generality in the sense that they can 
explain a wide range of empirical results, their predictive value is typically 
quite low in that it is difficult to identify which input–output relations can 
be expected on the basis of theory in an a priori fashion (see Gawronski & 
Bodenhausen, Chapter 1, this volume). Thus, to provide a valuable account 
of social phenomena, social-cognitive theories should address more than just 
one of the four questions, and ideally provide answers to all of them.

scope and Refutability of Theoretical claims

In addition to addressing different subsets of the four central questions, 
social-cognitive theories vary greatly in their scope. As we have noted in our 
introductory chapter (Gawronski & Bodenhausen, Chapter 1, this volume), 
broader theories that have widespread application are generally considered 
more valuable than narrow ones that account only for a relatively limited 
range of phenomena. At the same time, broad theories can often be so gen-
eral and encompassing that they essentially become irrefutable (Quine & 
Ullian, 1978). The dynamics of this trade-off are quite evident in social cogni-
tion research. Some explanatory accounts focus on a particular phenomenon, 
invoking a delimited subset of mental constructs that have direct relevance 
within the given domain. For example, Jones and Davis (1965) developed a 
theory of correspondent inference that was concerned with a very specific 
question: Under what conditions do social perceivers draw dispositional 
inferences about actors on the basis of the actors’ behavior? It is an impor-
tant question, with significant applications, yet it is also a relatively narrow 
question. It provided a basis for clear, specific, falsifiable predictions, and 
indeed, a central assumption of the theory was empirically disconfirmed 
when it was discovered that the presence of strong situational constraints 
failed to adequately attenuate dispositional inferences, as the theory asserted 
it should (Jones & Harris, 1967). As a result, new theories of dispositional 
inference emerged to supersede correspondent inference theory (e.g., Gil-
bert, 1989; Trope, 1986). Although disconfirmed in a noteworthy respect, the 
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theory was ultimately quite valuable in generating explanatory progress, 
stimulated in large part by the interest value of its failed prediction and the 
previously unknown phenomenon it revealed: the correspondence bias (see 
Jones, 1990). This example illustrates that, counter to the common prefer-
ence for theories that are consistent with larger sets of potential outcomes, 
theories can advance science even if their predictions have been empirically 
disconfirmed by stimulating novel research to understand and explain the 
unexpected discovery (Lakatos, 1970).

Despite the scientific value of narrow theories that focus on particular 
phenomena, such theories involve a considerable risk of conceptual and the-
oretical fragmentation. This concern is prominently reflected in the desire 
for ambitious theories that attempt to provide very general accounts that are 
applicable in all domains of social cognition. One example is the theory of 
reasoned action (Fishbein & Ajzen, 2010), which adapts the notions of subjec-
tive expected utility and normative beliefs about social pressure into a rela-
tively small set of assumptions about the factors guiding intention and action 
(see Trafimow, Chapter 12, this volume). The theory can be, and indeed has 
been, applied to a very wide variety of substantive topics. Another example 
is Anderson’s theory of information integration, described most recently in 
his book Unified Social Cognition (2008), which consists of a very small set of 
laws said to govern the use of information in forming judgments, choices, 
and intentions. In the book, Anderson argues forcefully for the necessity of 
developing broadly integrative theory, and he laments the state of fragmen-
tation that results from focusing on narrow, domain-specific theories whose 
interest value, in his view, inevitably rises and falls faddishly.

Both the theory of reasoned action and information integration theory 
are concerned with the process whereby individuals use multiple informa-
tional inputs to determine a response of some kind. They are similar in both 
proposing a valuation process whereby discrete pieces of relevant input 
are translated into a common subjective evaluative metric, but they differ 
in their assumptions about the process governing the combination of these 
evaluations into an overall response. Whereas Fishbein and Ajzen’s theory 
implies that informational inputs are translated into evaluative outputs in 
an additive fashion, Anderson’s theory implies a weighted averaging rela-
tion. This divergence immediately suggests the possibility of a competitive 
test, and many such tests have indeed been conducted. For example, Ander-
son (1965) showed that in forming social impressions, adding two pieces of 
moderately positive information to two pieces of very positive information 
about an actor resulted in a less positive impression, compared to when just 
the two very positive pieces of information were provided. Such an outcome 
is consistent with an averaging, but not with an adding, integration func-
tion. However, other findings have contradicted the averaging mechanism 
(e.g., Yamagishi & Hill, 1981), and it has been shown in fact that additive 
and averaging functions cannot easily be distinguished on the basis of the 
kinds of empirical tests that have been applied toward that end (Hodges, 
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1973). The problem, in a nutshell, is that somewhat more complex versions 
of each type of integration function can easily be generated to account for 
any given pattern of input–output relation. In other words, the compet-
ing assumptions of the two theories are essentially irrefutable because the 
hypothesized information integration functions are empirically ambiguous. 
Without the constraints of additional predictions about boundary conditions 
of functional relations, it would always be possible to propose different vari-
ants of additive or averaging functions that are consistent with a given set of 
unpredicted findings. However, such predictions are beyond the scope of the 
two theories because the hypothesized integration functions are assumed to 
underlie all input–output relations under any condition.

The prospects for refuting unconditional claims about universal mental 
principles is cast further in doubt when considering the typical responses 
inspired by the discovery of disconfirming evidence. In the case of ratio-
nal actor-type theories, one response to disconfirming evidence, common 
for applications of expected-utility theory within economics, is to define 
theoretically aberrant behavior as “irrational” and thus beyond the scope 
of a theory of rational choice. An alternative to dismissing inconsistent evi-
dence as irrelevant is the possibility of revising one’s assumptions about the 
contents of the hypothesized mediators. For example, if people behave in a 
manner that seems counterintuitive from the perspective of expected-utility 
theory, theoretical claims about the representations of value and probability 
are often revised to make the observed outcome consistent with basic tenets 
of the theory. However, such strategies make theoretical explanations in 
terms of expected utility circular, in that expected utility (the explanans) is 
merely inferred from the behavior that needs to be explained (the explanan-
dum).

In principle, a theorist could consistently resist the rejection of a favored 
theory by continuously revising or adding auxiliary assumptions in order to 
account for each new, unanticipated finding (Lakatos, 1970). Such theoreti-
cal fine-tuning can be justified only when new empirical implications can be 
derived from the modifications and subjected to potential falsification; oth-
erwise, theorists are simply indulging in the patchwork quilt fallacy (Giere, 
2005). The important point is that ad-hoc modifications cannot be justified 
merely on the basis of the original evidence that compelled them, but only on 
the basis of the new predictions they offer for potential falsification in novel 
tests. The strategy of multiple, successive ad-hoc modifications can provide 
an indefinite stay of execution for a cherished theory, pointing again to the 
problem of irrefutability. Only as long as such modifications generate novel 
insights, supported by new empirical tests, can the research program be con-
sidered progressive in the Lakatosian sense (see Gawronski & Bodenhausen, 
Chapter 1, this volume).

It is very easy to sympathize with Anderson’s (2008) assertions about 
the desirability of broadly integrative theory in light of the undeniably frag-
mented state of knowledge in social psychology. Yet the refutability dilem-
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mas associated with broad, general-purpose theories appear to be substan-
tial. An alternative strategy for striving toward greater theoretical integration 
lies in an approach in which theories are initially developed more modestly, 
within a particular domain, and then their applicability in other domains is 
explored. The heuristic-systematic model (Chaiken, 1980), for example, was 
originally proposed as a theoretical account for understanding variations in 
the impact of persuasive messages, but in subsequent work, its implications 
in a diverse range of other domains were explored and a broader model was 
proposed (see Chen & Chaiken, 1999).

Relation to other Theoretical approaches

Resonating with the quest for explanatory breadth, social cognition is often 
regarded as a general approach that is applicable to any content domain 
within social psychology (e.g., Hamilton & Carlston, 2013). Because several 
other approaches share this feature, an important question is how social-
cognitive theories are related to other types of domain-independent theo-
ries. Does social cognition compete with other overarching approaches, or 
do they complement each other by accounting for different aspects of social 
phenomena?

In our discussion of Marr’s (1982) levels of analysis, we already nodded 
to social neuroscience, which aims at identifying the neural underpinnings 
of social phenomena (see Beer, Chapter 9, this volume). In terms of Marr’s 
framework, social neuroscience can be located at the implementational level 
in that it is concerned with the physical systems that implement the mecha-
nisms identified at the algorithmic level. From a metatheoretical perspec-
tive, the relation between social cognition and social neuroscience can be 
described in two ways. First, social neuroscience may be conceptualized as 
being concerned with the neural substrates of the mental processes and rep-
resentations identified by social cognition. An illustrative example of this 
approach is research on brain mapping, which aims at identifying the brain 
regions that implement specific mental operations. Second, neural responses 
may be regarded as a particular kind of output next to overt behavior. This 
conceptualization resonates with the idea that well-understood neural 
responses may serve as alternative measures to test hypotheses about the 
mental mechanisms underlying social phenomena. An important difference 
between the two approaches is how data at one level constrain theoretical 
interpretations at the other level. Whereas in the first case behavioral data 
and their algorithmic interpretation constrain theoretical interpretations at 
the neural level, in the second case relations between inputs and neural out-
puts constrain algorithmic theories like any other behavioral outputs. How-
ever, a major issue in designing studies of the second kind is the problem of 
reverse inference, which can arise when a neural output is treated as a mea-
sure of a particular mental construct (Poldrack, 2006). This issue is structur-
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ally equivalent to the concern about using behavioral responses as measures 
of mental constructs, such that it involves the logically invalid inference “if 
q, then p” from the conditional “if p, then q” (see Gawronski & Bodenhausen, 
Chapter 1, this volume). This problem does not imply that neural data can-
not be used to test social-cognitive theories. Yet, studies of this kind require 
particular prudence in experimental design and theoretical interpretation to 
avoid the fallacy of affirming the consequent (see Beer, Chapter 9, this vol-
ume).

Two other approaches that have a close relationship with social-cog-
nitive theories are emotion theories (Manstead & Parkinson, Chapter 5, 
this volume) and motivation theories (Dunning, Chapter 6, this volume). 
Although social cognition has often been criticized for ignoring the roles of 
emotion and motivation, the relation between research on “hot” and “cold” 
processes has become much less contentious than it used to be a few decades 
ago (Schwarz, 2000). In fact, despite the emphasis on cognition in the term 
social cognition, many recent theories aim to integrate the unique and inter-
active roles of affect, cognition, and motivation (e.g., Gawronski & Cesario, 
2013; Higgins, 1997; Strack & Deutsch, 2004). In recognition of this develop-
ment, we generally avoided references to cognition in the current chapter, 
and instead talked about mental processes and representations, terms that 
were intended to subsume affective, cognitive, and motivational compo-
nents. Although theories of emotion and motivation have to deal with some 
metatheoretical issues that are unique to these domains (see Dunning, Chap-
ter 6, this volume; Manstead & Parkinson, Chapter 5, this volume), we would 
argue that the issues discussed in the current chapter are relevant regardless 
of whether the postulated mental constructs are affective, cognitive, or moti-
vational. The same applies to theories that explain social behavior in terms of 
personality systems, to the extent that these theories characterize individual 
differences in terms of their affective, cognitive, and motivational underpin-
nings (Cervone, Caldwell, & Meyer, Chapter 8, this volume).

Another approach that is often regarded as overarching in the sense that 
it aims at identifying “ultimate causes” of social behavior is evolutionary 
theory (see Ketelaar, Chapter 11, this volume). Expanding on Marr’s (1982) 
framework, one could argue that evolutionary theories constitute a fourth 
level of analysis that aims at explaining the historical processes that shaped 
the physical systems that implement the mental mechanisms identified at 
the algorithmic level (Conway & Schaller, 2002). However, when it comes 
to historical antecedents, evolutionary accounts often compete with cultural 
theories (Eom & Kim, Chapter 16, this volume), the most prominent example 
being theories that are concerned with historical changes in social structures 
(e.g., Wood & Eagly, 2012). Although the two approaches are quite different 
in terms of their explanans, they share the goal of identifying the historical 
antecedents of mental processes and representations. Yet, whereas evolu-
tionary accounts attribute their historical retention to evolved psychologi-
cal mechanisms and genes (see Johnson & Penke, Chapter 10, this volume), 
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cultural approaches tend to locate historical retention at the level of social 
groups and societies (Caporael, 2001).

A final category of theories that deserves closer attention in a chap-
ter on social-cognitive theories are formal theories, in particular computer 
simulations (Fiedler & Kutzner, Chapter 17, this volume) and mathematical 
models (Klauer, Chapter 18, this volume). Formal theories aim to simulate 
or quantify the role of multiple processes in the mediation of inputs and 
outputs. The significance of this agenda is reflected in the principle of equi-
finality, which refers to cases in which different combinations of processes 
can produce the same behavioral outcome. For example, in research on self-
regulation two people may show the same behavioral response when (1) 
the initial impulse and inhibitory control are weak or (2) the initial impulse 
and inhibitory control are strong (Sherman et al., 2008). This question plays 
a central role in many dual-process theories, which seek to explain social 
phenomena in terms of the interplay of distinct automatic and controlled 
processes (Deutsch, Chapter 7, this volume). Formalized theories are able 
to capture such complex interplays by providing computer simulations and 
quantitative estimates of the hypothesized processes. As such, computer 
simulations and mathematical modeling procedures provide valuable tools 
for social-cognitive theorists in specifying and testing their theories about 
the mental mechanisms underlying input–output relations.

summary

The main goal of this chapter was to review the metatheoretical founda-
tion and explanatory structure of social-cognitive theories. Drawing on 
Marr’s (1982) conceptual framework, we argued that social cognition can 
be described as a level of analysis, namely, the algorithmic concern with the 
mental processes and representations underlying social phenomena. In this 
sense, social-cognitive theories can be said to provide mechanistic explanations 
of causal relations between environmental inputs and behavioral outputs. On 
the basis of this conceptualization, we identified several metatheoretical cri-
teria for evaluating social-cognitive theories. Specifically, we argued that the 
explanatory and predictive value of social-cognitive theories depends on: (1) 
a clear conceptual distinction between the input–output relations that need 
to be explained and the mental constructs that are proposed to explain them; 
(2) a clear specification of the hypothesized mental constructs; and (3) precise 
assumptions about how the proposed mental constructs are related to envi-
ronmental inputs and behavioral outputs. To provide valuable accounts of 
social phenomena, we argued that social-cognitive theories should address 
four central questions: (1) How are mental representations formed? (2) How 
are mental representations activated? (3) How do activated mental represen-
tations guide behavior? (4) How is social information represented? To the 
extent that social-cognitive theories include precise and refutable answers 
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to these questions, they can provide invaluable insights through their ability 
to explain and predict causal relations between environmental inputs and 
behavioral outputs as well as their boundary conditions. Such insights are 
important not only for basic research on the mental underpinnings of social 
phenomena, but also for applications to real-world problems that aim at 
changing social behavior and improving social relationships.

NoTEs

1. Some social-cognitive theories focus explicitly on the semantic content of social 
beliefs (e.g., Cuddy, Fiske, & Glick, 2008), but even in these cases, the emphasis is 
typically on general information processing mechanisms that act on broad catego-
ries of meaning, which can be instantiated in terms of any of a number of more 
specific beliefs.

2. To avoid potential confusion, it is worth noting that the distinction between causal 
and mechanistic explanation goes beyond Kashima’s (Chapter 3, this volume) 
conceptualization of causal and meaning-based explanation in that both causal 
and mechanistic explanation are subsumed under the term causal explanation in 
Kashima’s framework.

3. In some cases, predictions about boundary conditions derived from algorithmic 
theories also explain why a behavioral effect may be difficult to replicate at the 
computational level. An illustrative example is the controversy about Bargh, Chen, 
and Burrows’s (1996) finding that participants walked slower down the hall when 
they were primed with the stereotype of the elderly (see Doyen, Klein, Pichon, & 
Cleeremans, 2012). Drawing on an algorithmic theory of the mental mechanisms 
underlying behavioral priming effects, Cesario et al. (2006) argued that priming 
effects result from perceivers preparing themselves to interact with primed social 
group members. An empirically confirmed prediction of their account is that par-
ticipants walk slower after “elderly” priming when they hold positive evaluations 
of the elderly, but they walk faster after “elderly” priming when they hold nega-
tive evaluations of the elderly (and vice versa for “youth” priming). To the extent 
that evaluations of the elderly are distributed evenly around a neutral value, the 
basic priming effect will seem impossible to replicate when its underlying mental 
mechanism is not taken into account.
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